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Abstract

In this report we’ll give examples of existing lo-
cation aware applications which shows us the lo-
cation aware computing is evolving to becom-
ing mainstream. Various methods are being de-
veloped which are not based on GPS. All of
these techniques are being incorporated to appli-
cations. The location detection algorithms are
important back-end part of this field. In this
paper, we’ll give an example how the GPS data
could be collected, stored, present and analyse
the three main approaches to the extraction of
significant locations from GPS logs and finally
present an interface that could be used to query
this data.

1 Overview

Location aware devices are becoming more com-
mon, various methods have been developed such
as Placelab [1] which uses a database of WiFi
access points Beacons to determine approximate
location; determining approximate location from
GSM cell tower IDs have been successfully incor-
porated to a mobile phone application, Google
Maps with My Location [2]. There are meth-
ods which combine various combinations of these.
Hightower et al. [3], describe an affective and ac-
curate BeaconPrint algorithm which uses GSM
Cell Tower IDs and WiFi Beacons as Place-
lab. These methods have been developed to
increase the accuracy of GPS based solutions,
and to avoid the problems with GPS solutions.

The main problem with GPS solutions is GPS
sometimes reports inaccurate location(noise) and
the signal is hard to acquire indoors and ur-
ban canyons, areas between high rise buildings.
lvarez et al. [4] reported that in a city with no
skyscrapers the effect was observed on narrow
roads.

There are multiple examples of location aware
applications using various methods mentioned:

• Previously mentioned, Google Maps with
My Location [2] using GSM cell tower IDs.

• Jaiku[7], a microblogging service based on
ContextPhone[8], has a Nokia S60 which
application allows friends to share loca-
tion(based on GSM cell tower IDs) and
availability. Jaiku was acquired by Google
in October 2007.

• Marmasse and Schmandt[6], describe Com-
Motion, a location aware to do list based on
GPS. The limited signal indoors is exploited
in their method. Anytime signal is lost for
any significant amount of time, the location
must be a significant to the user.

• Lambert[9] describes a diary type applica-
tion which incorporates locations visited.

• Kang et al. [12] give an example use for a
mobile phone to turn on silent mode where
the ring is inappropriate like lectures, meet-
ings, cinema.

In this paper we’ll describe:
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• How the GPS data is going to be collected.

• Describe the current methods to extract sig-
nificant places and analyse them.

• How this system can be implemented and
evaluated.

2 Architecture

In this section we’ll describe functional descrip-
tion of the system, outlining the system architec-
ture, analysing the algorithms.

2.1 Collection of Data

The GPS data should be logged on a device
which is fairly portable, has plenty of storage for
logs and has a good battery life. Previous sim-
ilar projects have been using mobile phone with
ContextPhone software[8] or custom software, or
just a laptop with a large battery which lasts for
16 hours[3].

The laptop with large battery has a long bat-
tery life, but is bulky. Mobile phones do not offer
good battery life, Nokia N95 lasts few hours - half
a day if heavily used.

The device the author

Figure 1: Nokia 770

will be using is a Nokia
770 Internet Tablet[10]
with Bluetooth GPS.
In author’s experience,
running an application
which queries the GPS
device and scans the

Bluetooth environment, the battery would last
a full day if the device would not be used
otherwise. The limiting factor is the Bluetooth
GPS module, which has a battery life of around
7-8 hours.

The data from GPS device is logged on the
Nokia tablet in an SQLite database.

An example of data :
The time interval the coordinates are taken

varies, the program is set to sleep for 10 seconds
before taking a new measurement, but due to

Time Date Lat Lon Sat Speed
11:25:39 2007-12-12 53.38558 -6.25693 03 6.0
11:25:50 2007-12-12 53.38558 -6.25695 03 0.0
11:26:02 2007-12-12 53.38559 -6.25690 03 0.0
11:26:56 2007-12-12 53.38576 -6.25681 03 0.0
11:27:07 2007-12-12 53.38588 -6.25715 04 6.0
11:27:18 2007-12-12 53.38597 -6.25681 04 0.0
11:27:32 2007-12-12 53.38602 -6.25715 04 0.0
11:27:44 2007-12-12 53.38589 -6.25715 04 0.0

Table 1: Sample GPS log data

the time it takes to establish a connection to the
Bluetooth GPS device(sometimes due to errors),
the actual time the reading is taken varies.

2.2 Finding significant locations

The extraction of significant locations from GPS
data is a clustering problem, the solutions to this
problem can be categorised to Partition, Time-
based and Density-based clustering.

2.2.1 Partition Clustering

K-Means works by “partitioning the input points
into k initial sets, either at random or using
some heuristic data. It then calculates the mean
point, or centroid, of each set. It constructs a
new partition by associating each point with the
closest centroid. Then the centroids are recal-
culated for the new clusters, and algorithm re-
peated by alternate application of these two steps
until convergence, which is obtained when the
points no longer switch clusters (or alternatively
centroids are no longer changed).”Wikipedia[11].
Ashbrook and Starner[5] have used K-Means al-
gorithm. K-Means has the following disadvan-
tages:

• Not very suitable for extracting locations
from GPS data due to requirement of num-
ber of clusters before hand.

• The centroids are chosen at random, the
generated clusters will be different each
time.
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• The noisy coordinates are not filtered and
thus affecting the final cluster, because of
this K-Means favours symmetrical shapes

Because of the above problems with K-Means,
many algorithms have been developed which do
not have those disadvantages.

2.2.2 Time-based Clustering

To combat the problems with K-Means, Kang et
al. [12] have developed an algorithm “which clus-
ters the stream of location coordinates along the
time axis and drops the smaller clusters where
little time is spent. Specifically, compare each
incoming coordinate with previous coordinates
in the current cluster; if the stream of coordi-
nates moves away from the current cluster then
we form a new one.”. In another words, a sig-
nificant location is which any significant time is
spent(time threshold), if the coordinates become
separated by a certain distance, then a new sig-
nificant location is created.

This approach has the following advantages:

• Able to run on low processing power devices
real time, detected locations as they happen,
not in the batch run.

• Can be fairly accurate if the time and dis-
tance thresholds are high. They have found
that with large time threshold, 30min and
distance, 300m it is possible to achieve pre-
cision of 15/19 and recall 15/16.

• Can detect various shapes.

The main disadvantages are:

• Does not take an account of historical loca-
tions, for example if a significant place such
as a coffee shop is visited daily, but the time
spent is below threshold; it will not be de-
tected.

• The locations of Wi-Fi access points was
used in the original paper, it is possible
that using this algorithm on GPS data will

produce different results, the Wi-Fi access
points have a single coordinate, thus have
no noise, where GPS does.

Hariharan and Toyama[13] have used a similar
time-based approached as Kang et al.

2.2.3 Density-based Clustering

Density-based clustering algorithms require 2
predefined inputs, R, the radius of a circle and
M , minimum points required in the circle. The
way this algorithm works is by trying to select a
point from all the points, then it tries to match at
least M points within the radius of the selected
point, if the minimum point requirement is sat-
isfied a significant place is found. If there are
two clusters which share a point between them,
that cluster is merged into one. This process is
repeated for all the possible points.

Most famous Density-based algorithm is
DBSCAN[14]. Zhou et al. [15][16] developed DJ-
Cluster to improve the limitations of DBSCAN,
mainly sensitiveness to input parameters and big
memory usage on large data sets.

The advantages of DJ-Cluster:

• Not as sensitive to the input parameters as
DBSCAN.

• Can handle various shapes.

• The inputs can be pre-processed to elimi-
nate various noise - like removing coordi-
nates which were generated during move-
ment, taking advantage of the speed at-
tribute provided by the GPS device.

• The noise which is not removed does not
cause the detected cluster to reshape, as in
K-Means.

The disadvantages of DJ-Cluster are:

• Its batch run, not a time-based interactive
algorithm, thus it is not possible to detect
location changes as they happen, thus not
really appropriate for mobile devices.
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Figure 2: Database tables

• Prior pre-processing of the data is required,
otherwise it would be slow; over 3000 points
would be collected in a day!

It would be possible to combine the Time-
based algorithm and DJ-Cluster to try to use the
output of Time-based algorithm as the input to
DJ-Cluster.

2.3 Storage of analysed data

Once the locations are retrieved from the data
using one of the algorithms described, the data
should be stored in normalised database tables
as shown in Figure 2.

2.4 Data Querying

There is few possible ways to query the analysed
data. The most obvious is to make a simple in-
terface which gives the an interface to query the
data powered by SQL commands, i.e defining a
set of operations that can be asked:

• When was the last time I was at location X?

• List all the times I was at location X.

• What location do I go after/before location
X?

• What is the most common days/hours I go
to location X?

All these queries are is just some input for the
user, which forms an SQL statement, then the
results get presented back to the user. A similar
system likes this was implemented by Lambert
[9].

Another approach would be to get as much
information extracted from the location and get
a a text information retrieval system to search
it. For example of possible things to expand on
each location visited:

• Using reverse geocoding service like
GeoNames[17] to get an area name, from
this work out what region, city, country it
is in. It is possible to even index GeoNames
related Wikipedia articles for that location.

• From the date, it is possible to tell the day,
month, year, season, is this date any special
date(Halloween, Christmas, etc. The system
could be expanded to use the dates of con-
tacts and their birthdays) Combining date
and location it is possible to tell the weather.

Two very different methods have been defined on
how the location data that was extracted from
the GPS logs could be searched.

3 Implementation and Evalua-
tion

To implement this system, the data should be
collected as described. Then an algorithm based
on the ones described should be implemented.

The evaluation is more complicated, and is
similar to the way existing information retrieval
systems are evaluated. The user who is collecting
data should write down the locations he has vis-
ited, a standard corpus that can be later reused.
The algorithm is then run on this data and the
outputed locations are compared to the real lo-
cations that have been visited, algorithm input
values can be tweaked to get the best results.
Zhou et al. [15] describe this method.

This report was done in LATEX.
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